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ABSTRACT 
 Human-computer interaction (HCI) methods that are more 

intuitive and accessible continue to be in high demand. 

Conventional interfaces have drawbacks, particularly for 

people with disabilities or in particular settings. A real-time 

hand gesture recognition system is presented in this study 

designed to address these challenges.  Our system combines 

two complementary methods: keypoint classification for 

detecting static hand poses, and point history classification for 

recognizing dynamic gestures. These two approaches create a 

versatile system capable of interpreting a wider range of user 

commands. Custom datasets were compiled for both model 

types and trained independently using neural network 

architectures tailored to the data. We present the implemented 

system architecture, model evaluation, and potential 

applications with a focus on assistive technologies. 
 

Keywords: Gesture recognition, Computer vision, Key point 

classification, Image preprocessing, Augmented reality, Human-

computer interaction, OpenCV. 

 

I. INTRODUCTION  
In recent years, the field of human-computer interaction 

(HCI) has witnessed significant advancements aimed at 

enhancing accessibility, inclusivity, and naturalness in user 

interfaces [1]. Traditional input devices such as keyboards, mice, 

and touchscreens, while ubiquitous, present inherent limitations 

for individuals with disabilities and in scenarios where hands-

free or remote control is desired. Hand gesture recognition 

emerges as a promising solution offering a more intuitive and 

inclusive means of interaction with computing systems [3]. 

Existing research in hand gesture recognition has 

predominantly focused on either static or dynamic gestures, each 

with its strengths and limitations. Static gesture recognition 

typically involves detecting and classifying specific hand poses, 

while dynamic gesture recognition entails tracking hand 

movements over time to recognize meaningful patterns. While 

these approaches have yielded promising results individually, 

there remains a need for a more comprehensive system that 

seamlessly integrates both static and dynamic gesture 

recognition techniques. 

This research project seeks to address this gap by proposing a 

novel approach that combines keypoint classification and point 

history classification methods. Keypoint classification aims to 

detect and classify static hand poses based on the positions of 

key landmarks or keypoints on the hand [2]. In contrast, point 

history classification involves tracking the movement of 

fingertip points over time to recognize dynamic gestures. 

The integration of these two complementary techniques 

offers several advantages. By leveraging keypoint classification, 

the system can accurately identify and interpret static hand 

poses, enabling precise and deliberate interactions. 

Simultaneously, point history classification enables the 

recognition of dynamic gestures, allowing for more fluid and 

expressive interactions. 

This paper provides a comprehensive overview of the 

proposed hand gesture recognition system, covering various 

aspects ranging from data acquisition and preprocessing to the 

design and implementation of neural network models using 

TensorFlow and OpenCV [5]. We present detailed 

methodologies for obtaining labeled gesture data, preprocessing 

it to enhance robustness and accuracy, and designing neural 

network architectures tailored to the specific requirements of 

each classification task. 

Furthermore, we conduct a thorough evaluation of the 

system's performance, focusing on metrics such as accuracy, 
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precision, and recall. Through extensive experimentation and 

analysis, we demonstrate the efficacy and robustness of our 

approach across a diverse range of hand gestures and user 

scenarios. 

Finally, we discuss potential applications of the proposed 

hand gesture recognition system in various domains, including 

assistive technologies, virtual reality, gaming, and human-robot 

interaction [13]. Additionally, we explore avenues for future 

research aimed at further enhancing the capabilities and 

versatility of gesture-based HCI systems. 

Overall, this research contributes to advancing the state-of-

the-art in hand gesture recognition and lays the foundation for 

the development of more intuitive, inclusive, and efficient 

human-computer interaction systems. 

Fig. 1. Various hand gestures 
 

II. RELATED WORK 
A wide range of research initiatives have been launched with 

the goal of pushing the boundaries of gesture recognition 
technology as a result of the considerable interest that the hand 
gesture recognition system has attracted in the fields of computer 
vision and human-computer interaction. An overview of 
important research studies, approaches, and strategies related to 
a real-time hand gesture recognition system utilising TensorFlow 
and OpenCV may be found in the literature survey that follows: 

"Real-time Hand Gesture Recognition System with CNN" by Li 

et al. [2022]. This research presents a deep learning-based real-

time hand gesture recognition system [2]. The authors employ 

convolutional neural networks to extract discriminative features 

from hand gesture images. The system achieves good accuracy 

and maximum performance, making it suitable for interactive 

applications. 

 Shan et al.'s "Real-time Hand Gesture Recognition Using 

Convolutional Neural Networks" [2020]: CNN-based real-time 

hand gesture recognition is the method Shan et al. suggest 

Transfer learning is used by the system to modify pre-trained 

CNN models for gesture recognition tasks, while TensorFlow is 

used for both model training and inference. The system's efficacy 

in practical situations is demonstrated by the experimental 

findings [9]. 

 Majumdar et al.'s "Hand Gesture Recognition Using OpenCV 

and Python" [2021]. This study provides an in-depth analysis of 

OpenCV and Python-based hand gesture recognition methods 

[7]. The writers talk about different approaches to image 

processing and feature extraction that are used in OpenCV to 

identify and classify hand movements in real time. The research 

offers valuable perspectives on pragmatic implementation 

aspects and measures for assessing performance. 

 "Real-time Hand Gesture Recognition Systems using Deep 

Learning for Human-Computer Interaction(HCI) System" by 

Zhang et al. [2021]: Zhang et al. suggest a deep learning-based 

method for recognising hand gestures in real time with the goal 

of improving interactions between humans and computers. The 

system integrates real-time video processing with OpenCV and 

CNN-based feature extraction with TensorFlow. Results from the 

experiments show how effective the system is in a variety of 

situations [10]. 

 "Gesture Recognition Using Convolutional Neural 

Networks and OpenCV for Human-Robot Interaction" by Chen 

et al. [2021]: Chen et al. study the use of gesture recognition 

technologies in human-robot interaction scenarios. In order to 

facilitate natural communication between people and robots, the 

authors create a CNN-based gesture detection system with 

TensorFlow and OpenCV. The study highlights the importance 

of real-time performance and adaptability in interactive 

environments [12].  

Gupta et al.'s "A Survey on Hand Gesture Recognition System 

Techniques, Applications, and Challenges" [2022]: An extensive 

review of hand gesture recognition methods, uses, and difficulties 

is given in this survey paper. The writers go over a variety of 

techniques, such as deep learning-based techniques and 

conventional computer vision approaches. Important issues 

including hardware limitations, real-time processing, and 

unpredictability in gestures are also covered in the study. 

 

III. METHODOLOGY 
 Real-time hand gesture recognition involves the 
development of a system capable of understanding and 
interpreting hand movements in real-time, enabling seamless 
interaction between humans and machines. This methodology 
encompasses several stages, including data collection, model 
training, and deployment for practical use. Here's an overview 
of the process: 
STEP 1. The first step involves collecting data comprising hand 
gestures performed by individuals. This data is typically 
captured through cameras or sensors capable of detecting hand 
movements. 
STEP 2. Next, machine learning models are trained using the 
collected data. These models are designed to recognize patterns 
and features within the hand gesture data. 
STEP 3. Once the models are trained and optimized, they are 
deployed for real-time inference. 
STEP 4. By executing a variety of hand gestures, users 
communicate with the real-time hand gesture recognition 
system. These gestures are then decoded and converted into 
associated commands or actions.  

 

 
Fig.2. Stepwise process of Hand Gesture Recognition 

3.1 Dataset 
 The dataset was meticulously crafted to facilitate 
model training. Specifically, a data collection mechanism was 
implemented to capture key points and fingertip coordinate 
histories from hand movements. Through an interactive process, 
users were able to contribute to the dataset by providing input in 
real-time. The collected data was then organized into structured 
CSV files, namely keypoint.csv and point_history.csv, for 
subsequent model training. To enhance the quality of the dataset, 
manual intervention was employed to ensure the accuracy and 
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relevance of the recorded hand gestures. This involved verifying 
and, if necessary, correcting the recorded coordinates or key 
points. A wide variety of hand gestures are included in the 
collection, such as pointing, closed and open hands, fixed finger 
motions, clockwise and anticlockwise rotations, and moving 
finger gestures. Overall, the dataset consists of thousands of 
entries, capturing various hand movements and gestures under 
different environmental conditions, thereby enriching the 
training data for robust model development. 
3.2 Data Acquisition: 

Video frames are continuously captured from a camera 

feed using OpenCV, ensuring a steady stream of input data for 

hand gesture recognition. This process involves accessing the 

video feed from a webcam or another device, converting each 

frame into a format compatible with the subsequent processing 

steps, and organizing the data for efficient handling. 

3.3 Data Augmentation: 

To improve the training dataset's diversity, we applied 

data augmentation techniques. These augmentations encompass 

random operations such as flips, translations, rotations, and 

adjustments to brightness. This augmentation strategy serves to 

bolster the model's robustness against variations in the input 

data. 
3.4 Hand Detection: 
 Leveraging the MediaPipe library, the system identifies 
hands within the captured video frames. Through the utilization 
of pre-trained deep learning models, regions of interest 
containing hands are localized, typically delineated by bounding 
boxes. This step forms the foundation for subsequent landmark 
detection and gesture recognition processes. The convolutional 
layers handle the input images as two-dimensional matrices.  
3.5 Landmark Detection: 

Once hands are detected, the system proceeds to pinpoint 

specific landmarks or key points on the hand. Using 

sophisticated algorithms provided by MediaPipe, crucial points 

such as finger joints and palm keypoints are precisely located 

within the hand regions. This landmark detection capability is 

essential for accurately interpreting hand gestures in subsequent 

stages. 

3.6 Feature Extraction 

Extracting meaningful features from the detected 

landmarks, the system prepares the data for input into the 

gesture classification model. This involves preprocessing steps 

like normalization and conversion to relative coordinates to 

ensure consistency and comparability across different hand 

poses and sizes. By transforming raw landmark data into a 

structured feature set, the system facilitates efficient gesture 

classification. 

3.7 Gesture Classification: 

Employing two distinct classifiers, the system categorizes 

hand movements using characteristics that were extracted. The 

KeyPointClassifier identifies static hand gestures, while the 

PointHistoryClassifier focuses on dynamic finger gestures by 

analyzing movement histories. These classifiers, often 

implemented using machine learning techniques, enable the 

system to accurately recognize a wide range of gestures in real-

time scenarios. 

3.8 Model Training and Evaluation: 

Through the utilization of labeled datasets, the 

KeyPointClassifier undergoes rigorous training to optimize its 

performance. Training involves iterative refinement of model 

parameters using gradient-based optimization algorithms, with 

evaluation metrics such as accuracy and F1 score providing 

insights into the model's effectiveness. By iteratively fine-tuning 

the model, the system ensures robust performance across diverse 

hand gestures. 

Fig. 3. Model Summary of Key_Point_Classification 

Fig. 4. Model Summary of Point_History_Classification 

3.9 Model Optimization: 

With the trained model in hand, the system focuses on 

optimization techniques to enhance efficiency and deployability. 

Techniques like quantization reduce the computational and 

memory requirements of the model, making it suitable for 

resource-constrained environments. Platform-specific 

optimizations further streamline the deployment process, 

ensuring seamless integration into target devices. 

 

3.10 Real-time Inference and Visualization: 

  Finally, the optimized model is deployed for real-time 

inference on the target platform, enabling instantaneous 

recognition of hand gestures. Visualizations, including graphical 

overlays and textual annotations, provide real-time feedback to 

users interacting with the system, enhancing user experience and 

usability. Through the seamless integration of inference and 

visualization, the system delivers intuitive and responsive 

gesture recognition capabilities. 

 

IV. RESULTS AND ANALYSIS 
  This section present the findings and recommendations 

from the hand gesture recognition system study, with an 

emphasis on assessing how well the machine learning model 

functions in real-world situations. Employing a robust 

architecture based on convolutional neural networks (CNNs), 

the study leveraged a dataset comprising hand landmarks and 

motion characteristics for gesture identification. Various 

evaluation criteria and metrics such as accuracy and F1-score 

were utilized to gauge the model's effectiveness. 

Upon analysis, the hand gesture recognition model 

demonstrated significant performance. The accuracy of the 

model was assessed at 72.5%, indicating its capability to 

correctly identify hand gestures in 92.5% of cases within the 

dataset. Precision and recall scores consistently showcased 

strong performance, affirming the model's adeptness in 
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distinguishing between different gestures accurately. The 

calculated F1-score, serving as a balanced measure of precision 

and recall, stood at 0.93, reflecting commendable overall 

performance. 

 

 
Fig. 5. Accuracy graph of the model 

Further scrutiny of the results provided valuable insights into 

the nature of hand gesture recognition. The model excelled in 

accurately classifying a wide range of gestures, with particular 

success in distinguishing subtle variations. Misclassifications 

primarily stemmed from complexities such as occlusions or 

rapid motion, highlighting areas for potential improvement in 

robustness. 

In-depth analysis was conducted to identify the most influential 

features driving the model's decision-making process. 

Noteworthy features included finger configurations, hand 

trajectories, and temporal dynamics, all contributing 

significantly to accurate gesture recognition. 

 

 
Fig. 6. Recognition of Very Good Sign 

 
Fig. 7. Recognition of Telephone Sign 

Moreover, exploration of real-world applications underscored 

the model's potential impact in diverse domains, including 

human-computer interaction and virtual reality systems. The 

seamless recognition of hand gestures facilitates intuitive user 

interfaces and enhances user experience across various 

interactive platforms. Insights gleaned from the study 

contribute to advancing gesture recognition technologies, 

paving the way for more immersive and intuitive human-

machine interactions. 

Fig. 8. Recognition of OK and Hello signs from both hands 

 

Fig. 9. Recognition of OK Sign 
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V.   CONCLUSION 

In conclusion, our research has focused on the development 

and effectiveness of a hand gesture recognition system, aiming 

to enhance human-computer interaction and various interactive 

applications. Hand gesture recognition technology holds 

immense promise in revolutionizing user interfaces and 

facilitating seamless interactions in virtual environments. Our 

proposed computer vision-based solution has demonstrated 

promising results in accurately identifying and interpreting 

hand gestures in real-time scenarios. By enabling intuitive 

control and communication, this technology has the potential to 

enhance user experience across a wide range of domains, 

including gaming, augmented reality, and assistive 

technologies. However, challenges such as occlusions, rapid 

motion, and variations in hand poses present ongoing barriers 

that warrant further research and refinement. In conclusion, the 

Hand Gesture Recognition System represents a significant step 

towards advancing human-machine interaction and holds great 

potential in shaping the future of interactive technology. 

Continued efforts in research and development will be crucial 

in realizing its full capabilities and ensuring its widespread 

adoption across various domains. 
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