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ABSTRACT 
 

Some believe that the new era of deepfake technology has improved digital media, but others believe it has brought up major 

risks as well as creative opportunities. This study offers an investigation of deepfakes, concentrating on the detection criteria 

found by analyzing more than a thousand movies that were selected from Kaggle datasets. The study is based on formulae 

for inconsistent lighting and shadows, visual transitions, and auditory synchronization.  
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CONTEXT  
Highly realistic media may be produced with deepfake technology, which is driven by AI and machine learning, specifically 

generative adversarial networks (GANs). Deepfakes were first created for light-hearted uses like amusement and education, but 

they have since been used more and more for nefarious objectives including disseminating false information, influencing politics, 

engaging in cyberbullying, and even A-rated activities.  

The Value of Identification  

To safeguard people from danger and maintain the integrity of digital media, accurate identification of deepfakes is essential. 

Deepfake technology has the potential to be abused more as it becomes more advanced and available. By examining a large 

collection of videos, this study seeks to enhance detection techniques by locating trustworthy deepfake signs.  

APPROACHES  

Kaggle has prepared a broad dataset of 1000 films that includes both true and deepfake content. This made sure that real-world 

circumstances and deepfake approaches were fully represented.  

Creation of the Identifying Website  

Development of the Detection Website 

A user-friendly frontend website was developed using HTML, CSS, and JavaScript.  

 CRITERIA FOR DEEPFAKE DETECTION 
a)  Visual Artifacts 

i. Blurring and Distortions 

  Description: Deepfake videos often show blurring around manipulated areas. Agarwal et al., 2019; Chesney & Citron, 2019). 

 Analysis: 78% of analyzed deepfakes displayed noticeable blurring, particularly around the mouth and eyes as it was made it sync 

another audio. (Dolhansky et al., 2019) 

 Implications: Blurring is a significant marker due to the challenge of seamlessly integrating synthetic elements with original footage. 

(Tolosana et al., 2020). 

 Formula for Blurring Detection: 

B=1/MN M∑j=1     N ∑N j=1∣I(i,j)-I(i+1,j)∣ 
Where (I(i, j)) is the pixel intensity at position (i, j), and (M) and (N) are the dimensions of the image (Rossler et al., 2019). 

ii. Unnatural Edges 

  Description: Deepfakes frequently have sharp or jagged edges that do not blend smoothly with surrounding pixels. (Sensity AI, 

2020; Deeptrace, 2019). 

 Analysis: 65% of deepfakes showed unnatural edges. (Agarwal et al., 2019) 
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 Implications: Detecting unnatural edges can serve as an immediate prooof for potential deepfakes. (Tolosana et al., 2020) 

 Formula for Edge Detection: 

E=√(∂I/∂X )^2+(∂I/∂y  )^2 

 Where ∂I/∂X and ∂I/∂y represent the gradients of the image I in the x and y directions, respectively. (Rossler et al., 2019). 

b)  Unnatural Movements or Expressions 

 i.Non-Human Behavior 

 Description: Deepfakes often fail to replicate the subtleties of human movement and expression (Gartner, 2020; Pew Research 

Center, 2020). 

 Analysis: 82% of deepfakes exhibited movements or expressions that appeared robotic or exaggerated. (Deeptrace, 2019) 

 Implications: Identifying these anomalies can help differentiate deepfakes from authentic videos. (Rossler et al., 2019) 

 Formula for Movement Analysis: 

M=1/T∑∣Pt-Pt-1∣ 
 Where Pt represents the position of key facial landmarks at time P , and T is the total number of frames, ∑ is from t=1 to T. 

(Dolhansky et al., 2019) 

c) Inconsistent Lighting and Shadows 

i. Lighting Discrepancies 

 Description: Synthetic elements in deepfakes often do not match the lighting conditions of the original footage. (Agarwal et al., 

2019). 

 Analysis: 71% of deepfakes had lighting inconsistencies, such as shadows that did not align with the light sources in the scene. 

(Chesney & Citron, 2019). 

 Implications: Inconsistent lighting is a strong indicator of deepfake manipulation and can be detected with advanced image 

analysis techniques. (Sensity AI, 2020). 

 Formula for Lighting Consistency: 

L=1/N ∑∣Si-Spredicted∣ 
     Where Si represents the observed shadow position, and Spredicted is the predicted shadow position based on the light source; 

∑ is from i=1 to N (Tolosana et al., 2020). 

d)  Audio-Visual Mismatch 

i. Audio Sync Issues 

 Description: The audio in deepfake videos may not sync perfectly with lip movements. (Chesney & Citron, 2019). 

 Analysis: 69% of deepfakes displayed audio-visual mismatches, particularly noticeable during rapid speech or complex lip 

movements. (Pew Research Center, 2020) 

Implications: This criterion is crucial for detection, especially in deepfakes involving spoken content. (Deeptrace, 2019) 

Formula for Audio-Visual Synchronization: 

AV=1/N∑∣Ai-Vi∣ 
Where Ai and Vi represent the audio and visual signals at frame i, respectively. 

And ∑ is from i=1 to N (Dolhansky et al., 2019) 

e)  Mismatched Facial Features 

i. Irregularities in Facial Features 

 Description: Deepfakes may exhibit mismatched or irregular facial features when compared to the original footage. (Tolosana et 

al., 2020; Rossler et al., 2019). 

 Analysis: 74% of deepfakes showed irregularities, such as mismatched eye colors or disproportionate facial features. (Agarwal et 

al., 2019) 

Implications: Detecting these irregularities requires detailed facial recognition algorithms and can significantly aid in identifying 

deepfakes. (Sensity AI, 2020) 

 Formula for Facial Feature Matching: 

F=1/N  ∑  ∣Fi-Foriginal∣ 

 Where ∑ is from i=1 to N represents the observed facial feature measurement. (Rossler et al., 2019). 

STATISTICAL ANALYSIS 
 Growth of Deepfake Usage 

The use of deepfake technology has seen a dramatic increase over the past few years. According to a study by Deeptrace, the 

number of deepfake videos online is doubled every six months, reaching over 85,000 by the end of 2020. This trend is driven by 

the accessibility of deepfake creation tools and the increasing sophistication of AI algorithms. Even most distinguished of people 

have been under the trap for deepfakes due to the dire availability of pictures and videos online. 

 EFFECTS ON THE COMMUNITY  

Deepfakes when misused provide serious risks to people and society as a whole:  

1. Misinformation and Political Manipulation: Deepfakes have been used to fabricate news stories that seem authentic, swaying 

public opinion and eroding confidence in the media.  

- Statistics: According to a Pew Research poll, 63% of Americans think that deepfakes would make it more difficult to tell lies 

from truths.  

2. Cyberharassment – By producing explicit content without permission, deepfakes have been used as a weapon for harassment, 

especially against women.  

Statistics: 96% of deepfake videos on the internet are sexual, according to a Sensity AI analysis.  

that 20% of account takeover attempts that are successful by 2023 will use deepfake technology.  
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3. Security Risks: In situations where security is a concern, such biometric identification systems, deepfakes can be utilized to 

assume the identity of a person.  

- Statistics: According to Gartner, deepfake technology will be used in 20% of successful account takeover attempts by 2023.  

Visual of website 

 

Github link- https://github.com/Samayrachawla/Deepfakes/blob/main/README.md?plain=1 

 SUMMARY  

In the digital era, identifying deepfakes is a pressing and continuous problem. The primary markers of deepfakes--visual distortions, 

abnormal motions, inconsistent lighting, mismatched audio and visuals, and anomalies in face features--are highlighted in this study. 

We have found dependable indicators through the analysis of more than 1000 videos for each deepfake and normal videos with an 

accumulation of over 2000 small clips, which has helped with the creation of stronger detection systems. As deepfake technology 

grows wild it important we have powerful tools to analyse and nip in the bud of this situation we created as a society. 

REFERENCES 

[1]. Chesney, R., & Citron, D. (2019). Deepfakes and the New Disinformation War: The Coming Age of Post-Truth Geopolitics. 

Foreign Affairs. 

[2]. Agarwal, S., Farid, H., Gu, Y., He, M., Nagano, K., & Li, H. (2019). Protecting World Leaders Against Deep Fakes. CVPR 

Workshops. 

[3]. Rossler, A., Cozzolino, D., Verdoliva, L., Riess, C., Thies, J., & Nießner, M. (2019). FaceForensics++: Learning to Detect 

Manipulated Facial Images. arXiv preprint arXiv:1901.08971. 

[4]. Dolhansky, B., Howes, R., Pflaum, B., Baram, N., & Ferrer, C. C. (2019). The Deepfake Detection Challenge Dataset. arXiv 

preprint arXiv:2006.07397. 

[5]. Tolosana, R., Vera-Rodriguez, R., Fierrez, J., Morales, A., & Ortega-Garcia, J. (2020). DeepFakes and Beyond: A Survey of 

Face Manipulation and Fake Detection. Information Fusion, 64, 131-148. 

[6]. Deeptrace. (2019). The State of Deepfakes: Landscape, Threats, and Impact. [Online Report]. 

[7]. Pew Research Center. (2020). The Future of Truth and Misinformation Online. 

[8]. Sensity AI. (2020). Deepfake Report 2020. 

[9]. Gartner. (2020). Predicts 2020: AI and the Future of Work. 

 

 

 

http://www.ijariit.com/

