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ABSTRACT 

Organizations need to be driven by “data” more than ever to stay ahead of the curve and be competitive. With the tremendous 

data growth of data both by volume as well as variety, it is no longer sustainable to store the data in traditional data warehouses 

as they are not designed to be scalable. Data lake architecture, which is typically built on top of cheap hardware is the most 

economically viable solution for this problem as they are elastic and can scale up based on the increasing data needs of an 

organization. While the solution might seemingly look straightforward there are many nuances associated with this shift in 

paradigm and a very careful and thoroughly thought through design is necessary when building an enterprise data lake 

architecture. 

This white paper explores various aspects related to setting up a comprehensive enterprise data lake which can steer towards the 

success of the organization. It also touches up on the pit falls and opportunities based on the research and case studies relevant 

in this area. Finally, a summary and outlook on data lake management is presented to the readers. 
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INTRODUCTION 
Data is proliferating in an unprecedented rate in this modern era. Data sources for organization range from existing databases and 

backends to click streams, social media, smart devices, connected applications and internet of things (IoT) devices. Over the years 

companies might also expand their operations to different business zones, which potentially multiplies their data needs.  

Traditionally companies used to extract subset of data from transactional/operational data sources like RBMS systems, transform 

them and loaded them into data warehouses. Data warehouses were used for reporting and data analytics. 

 

Gradually the organization started realizing that the traditional data warehouse could not scale up with the data explosion rate they 

hit. While switching to a cheaper storage could have solved this problem intermittently, the core problem was beyond the storage 

needs. It was about finding a solution which can store the data, process it, analyze it in a secure and controlled manner. With the 

evolution of machine learning (ML) and Artificial Intelligence (AI), companies saw a new potential on intelligent decision making 

driven by data.  

Thus, the shift to data lake architecture which encompasses all the above features became a crucial need.  

 

DEFINITION OF A DATA LAKE 
Data lake in its simplest definition is a central repository of data in various formats originating from disparate systems. It can store 

both structured and unstructured data.  
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Fig. 1: Data Lakes [18] 

 

In contrast to data warehouses, data lake uses a bottom-up approach where it ingests the data in raw or native format, processes 

them and analyzes them later. 

Since the data is typically read in native format, it stores data with no data model associated with it, making it “schema on read”.  

Data lake due to the nature of its data storage is useful for users who do deep analysis like data scientists and analysts whereas data 

transformed from them can be served to warehouses for use by business analysts. 

 

USE CASES 

• Acts as a single source of truth by storing data in a central repository, ingested from multiple sources in the enterprise. 

• Easy integration with unstructured or semi structure datasets.  

• Ability to handle streaming data, for example, IoT, social media data. 

• Helps with optimizing cost incurred by data warehouses for storage of large volume data and transforming them. 

Warehouses can focus on storing transformed data for querying. 

• Storage location for archiving data from warehouses and other applications 

• Greater performance with distributed computing framework and can be processed quickly. 

• Helps with leveraging power of data for ML and AI use cases. 

• Can act as source of truth for data warehouses.  

Through this approach data can be served with low latency in a secured manner to stakeholders. 

 

CHALLENGES 
Data lake lacks ACID compliance as it is not usually a crucial requirement in Analytical systems. However, this can cause impacts 

like data corruption or loss, performance degradation eventually leading to data swamps if the data lake is not properly managed. 

Solution:  

 

Data Lake House 

Lakehouse storage systems implement ACID transactions and other management features over data lake storage. Because of their 

ability to mix data lake and warehouse functionality, lake house systems are used for a wide range of workloads, often larger than 

those of lakes or warehouses alone. Examples are Delta Lake, Apache Hudi and Apache Iceberg. [8]. Refer Fig. 2. 
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DESIGNING THE DATA LAKE 
A thorough analysis and design are required while building a comprehensive data lake for your enterprise. The major areas to focus 

on are platform, data ingestion, storage, processing, management, advanced analytics and data science. 

 

Platform 

Generally, for enterprises dealing with large data volume which requires elastic storage with highly scalable processing, cloud 

storage is preferred. Enterprises that are strict about security and privacy controls over the data tend to store them on-premises by 

setting up a private cloud like architecture.  

 

Data Ingestion 

Data ingestion is a process of moving and transferring different types of data (structured, un-structured and semi-structured) from 

their sources to other system for processing, this process starts with prioritizing data sources then validating information and routing 

data to the correct destination"[1].  

This phase involves detailed research and analysis on below areas 

 

Identify Data Sources 

Identify all the data sources from which data would need to flow into the data lake. We need to make sure the data lake can support 

those data sources and establish connections with them with connectors or integrations.  

Typical data sources range from common sources like RDBMS systems, APIs, SaaS Applications, file storages, to complex sources 

like social media and IoT devices.  

 

Identify Data Ingestion Tools 

Data Ingestion methods can be broadly classified into batch and real-time. Batch ingestion typically extracts data in chunks in a 

periodical manner. This is useful for offline analytics which are not time sensitive. 

Cloud providers generally offer ingestion services as part of their data lake offerings. 

 

Table 1 lists offerings from the major cloud providers as well as some trending tools, details extracted from [9]. 

 

 
 

Although cloud providers have offerings for data transfer into data lake, enterprises can also review tools in the market built for this 

cause. This would allow them to be not locked into a vendor and are more flexible to port.  

 

Data Storage 

As the literature “Operationalizing the Data Lake By Holden Ackerman, Jon King”[10] suggests, one of your first considerations in 

building your data lake will be storage. A suggested approach from the literature is as below: 

There are three basic types of data storage: immutable raw storage, optimized storage, and scratch databases.  

 

Immutable Raw Storage Bucket 

Data kept in immutable storage cannot, and should not, be changed after it has been written. In an immutable raw storage area in 

your data lake, you store data that hasn’t been scrubbed. You might never have even looked at it. But it should have sufficient self-

descriptive language, or metadata, around it—such as table names and column names—so that you can determine where the data 

came from. 

 

Optimized Storage Bucket 

As your raw data grows, your queries into it become slower. No one likes waiting hours to see whether their query succeeds, only 

to find that it failed. Data scientists and analysts need their questions answered to turn data into insights faster than that. To gain this 

speed, transforming your data by storing it using one of the many optimized formats available. Widely used open-source choices 

are Delta, Parquet, optimized row column (ORC), and Avro. 

 

Scratch Database 

Finally, you will usually create what are called user scratch databases. These are necessary because data scientists and analysts will 

want to take data out of the optimized schema and build test tables for their own purposes. But because you don’t want anyone to 

inadvertently mess up your data lake—or turn it into a data swamp—you need a place where users can have their own little 

sandboxes to play in that won’t mess up the clean, well-defined, and well-structured data in the optimal data space”. 

An alternate approach widely used is the “Medallion Architecture”.[3]  
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A medallion architecture is a data design pattern, coined by Databricks, used to logically organize data in a lakehouse, with the goal 

of incrementally improving the quality of data as it flows through various layers. This architecture consists of three distinct layers 

– bronze (raw), silver (validated) and gold (enriched) – each representing progressively higher levels of quality. Medallion 

architecture is sometimes referred to as "multi-hop" architectures. 

While these are some prescriptive formats, enterprises often tailor them to suit their organization structure: 

 

Sample Case Study:  

A leading retail company designed their domain driven data lake structure by following a hybrid storage distribution structure. 

Based on sensitivity of the data elements, data lake was split into multiple accounts. Each domain data is stored in separate object 

storages so that they can be controlled and governed separately. Each domain owner gets full access to their domain object storage. 

They can also request access to other domain datasets.  

 

Data Processing 

According to [2] there are four critical requirements for big data processing.  

 

The first requirement is fast data loading. Since the disk and network traffic interferes with the query executions during data loading, 

it is necessary to reduce the data loading time. 

The second requirement is fast query processing. To satisfy the requirements of heavy workloads and real-time requests, many 

queries are response-time critical. Thus, the data placement structure must be capable of retaining high query processing speeds as 

the amounts of queries rapidly increase. 
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Additionally, the third requirement for big data processing is the highly efficient utilization of storage space. Since the rapid growth 

in user activities can demand scalable storage capacity and computing power, limited disk space necessitates that data storage be 

well managed during processing, and issues on how to store the data so that space utilization is maximized be addressed. 

Finally, the fourth requirement is the strong adaptivity to highly dynamic workload patterns. As big data sets are analyzed by 

different applications and users, for different purposes, and in various ways, the underlying system should be highly adaptive to 

unexpected dynamics in data processing, and not specific to certain workload patterns. 

Distributed computational frameworks are the solution for these above-mentioned requirements. The pioneer frameworks like 

MapReduce[4] supported batch processing. 

 

Later Apache Spark was introduced which drastically improved the processing speed. This model is based on a data-sharing 

abstraction called Resilient Distributed Datasets and is used to perform in-memory computation for workloads in SQL, streaming, 

machine learning and graph processing. [4][5][6] 

 

Apache Spark is now the most popular engine for distributed data processing at scale used by large number of organizations to 

support their big data processing and analytics use cases. As organizations invest more and more on newer like AI and ML 

technologies, we anticipate that Spark will continue to play a big role in the modern data analytics stack [11].  
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Today, there are open-source frameworks and cloud services which allow you to process data both in a batch mode as well as real-

time. Enterprises can choose to build vs buy such platforms based on their operational flexibility and investment. 

 

Data Management and Governance 

An especially important aspect of your architectural plans is a good data-management strategy that includes data governance and 

metadata, and how you will capture that. This is critical if you want to build a managed and governed data lake instead of the much-

maligned “data swamp. [13] 

 

Life cycle management 

An important management task is to move data between storage types over the course of its life cycle. Cloud providers offer life 

cycle management options which are rules based on which data can be moved from frequently accessed to less frequently accessed 

stages [12].  

 

Disaster Recovery 

Another important area to analyze is the disaster recovery strategy. You need to set your organization’s Recovery Point Objective 

(RPO) as well Recovery Time Objective (RTO) during the system design phase so that the system build is aligned with those 

objectives. 

 

Infrastructure Management 

While data management is critical, infrastructure management is also equally critical. In modern times Infrastructure as code is used 

for any infrastructure deployment and proper infrastructure as code management will help with faster recovery during any disasters. 

It also ensures that the infrastructure being rolled out is peer reviewed and proper data lake governance principles are applied while 

rolling out the data lake. 

 

Operations Plan 

For every stakeholder in the system, there will be different levels of service agreements that they are concerned about. While data 

engineers will be concerned about the timely processing and availability, data analysts will be concerned about the reliability of the 

data. The data platform team on the other hand will be focused on data accessibility and management and cost control. A proper 

operation plan is hence crucial while building a data lake. \ 

 

Data Security Plan  

In its annual Cloud Threat Report, Unit 42™ [14] analyzed workloads in 210,000 cloud accounts across 1,300 different 

organizations and found: 

Threat actors are getting smarter and more powerful every day.They're learning from new security strategies and finding creative 

ways to work around them, exploiting hidden weak spots and using vulnerabilities to their advantage. 

MFA is not enforced for cloud users.76% of organizations don't enforce MFA for console users, and 58% of organizations don't 

enforce MFA for root/admin users. 

 

Attacks on software supply chains are on the rise.The prevalence of open-source usage and the complexity of software dependency 

make securing the software supply chain difficult. 

Unpatched vulnerabilities continue to be low-hanging fruit for attacks.63% of the codebases in production have unpatched 

vulnerabilities rated high or critical (CVSS >= 7.0), and 11% of the hosts exposed in public clouds have high or critical 

vulnerabilities.[14] 

 

Thus, below key areas should be mandated on the data lake. 

1. Secure login and access to data lake 

2. Encryption of data at rest and in transit  

3. Data access controls in place based on roles (RBAC)  

4. Data vulnerability scans run regularly. 

5. Thorough review of architecture with digital security teams within the organization 

 

Data Governance 

A data governance team needs to be formed, and processes need to be put in place even before opening data lake to users. While 

Data governance has a direct impact on security and compliance, it also affects user productivity and overall operational cost.  

There are various subcategories under governance which need deeper review. 

 

Quality Control 

Nearly 60% of organizations don’t measure the annual financial cost of poor-quality data, according to the Gartner survey. “Failing 

to measure this impact results in reactive responses to data quality issues, missed business growth opportunities, increased risks and 

lower ROI,” Selvage says.[15] 

Data Profiling tools can be rolled out on the data lake to help with quality checks. Quality deviations need to be reported and 

corrected with utmost priority.  
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Data Security and compliance 

Ensure that data policies are formed and documented. Access requests to any data set is always reviewed and approved. Data lineage 

is tracked for transparency. Regulatory compliance is always monitored via automation and alerted to stakeholders in the event of 

anomaly detection.  

 

 

Data security in data lake should have reviewed and planned for addressing below areas. 

• Customer data 

• Data encryption 

• User management 

• Infrastructure identity and access management 

• Definitions of users’ roles and responsibilities (perhaps using personas) 

 

Financial Governance 

Frequently monitor the spend within data lake and look out for opportunities for optimization. Upgrade the tech stack as regularly 

as possible to take advantage of the latest advancements in the industry.  

 

Here are a few questions to ask yourself regularly when managing analytics in a cloud data lake: 

• Are your projects delivering ROIs that push key performance indicators in a positive direction? 

• Are you spending well? Are you getting your resources for the best price possible? 

• Are you keeping in mind that sometimes it’s not about spending less, it’s about spending smarter? 

 

Some examples of the optimization techniques are 

• Efficient storage strategy 

• Monitoring auto scaling and resource utilization on cloud 

• Setting up compute policies to limit usage of unwanted resources. 

• Anomaly detection and alerting 

 

Advanced Analytics, Machine Learning and AI 

Leverage intelligent data platforms like Databricks for this use case as they bring in a suite of required tools. While the tool suites 

can be availed from SaaS offerings, the key responsibility of maintaining data quality remains with the data teams and governance. 

This has a great impact on model bias and efficiency [7].  

As Fig. 7 shows, data plays the key role in this implementation and setting up data quality and access is critical for the success of 

ML/AI initiatives. 

 

 
 

CONCLUSION 
We have explored the design of a data lake architecture and factors to consider during its design and implementation. Although 

there are different ways in which data lake can be set up, we have restricted ourselves to follow data lake architecture pattern. Other 

patterns like data mesh for instance will be another leap forward and can be reviewed in future after the organization has reached a 

certain level of maturity.  

Thus, we conclude that building a cloud native data lake by following the above aspects can help the organizations succeed in 

solving the toughest problems faced by the business.  
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