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ABSTRACT 
This research aims to develop an optimized deep-learning model capable of detecting breast cancer from medical images, which 

could be mammograms or histopathological slides. Breast cancer is one of the leading causes of cancer deaths in the world, making 

breast cancer detection extremely important for enhancing survival rates, when detected early. The traditional breast cancer detection 

process relies on a medical professional putting their eyes on a medical image, which is typically an inefficient process and disposed 

to human error. As deep learning and machine learning become more ubiquitous, particularly Convolutional Neural Networks 

(CNNs), they have opened ways for automation and improved accuracy in breast cancer detection. This project will use the Inception 

V3 model, which is an established CNN architecture, to develop a reliable breast cancer detection system that classifies images of 

breast images as benign or malignant. Karri Swathi Dept. of Computer Science and Engineering Institute of Aeronautical 

Engineering Dundigal, Hyderabad, India 21951A05M4@iare.ac.in Godishala Sreenidhi Dept. of Computer Science and 

Engineering Institute of Aeronautical Engineering Dundigal, Hyderabad, India 21951A05L2@iare.ac.in likelihood of positive 

patient outcomes in response to early diagnosis. Further machine or deep learning implementation appears to be a favorable 

alternative to traditional and time-antique diagnostic and medical behavioral methods. Opportunities for further project 

improvements can continue evolving, thus incorporating deploying the target theology into increased images per class, utilizing 

ensemble methods, or deploying into clinical behavioral context and evidentiary articulation after image literature review 

Keywords— Breast cancer classification, Inception v3 Convolutional Neural Network (CNN). I. INTRODUCTION The theme of 

this project is to cultivate a deep learning model using the Inception V3 architecture to reliably detect breast cancer from medical 

images. This involved objectives such as optimizing the input image pre-processing, training the Inception V3 model using a labeled 

breast cancer image dataset, and then evaluating the performance of the model using standards from accuracy, precision, recall, F1 

Score, and AUC, comparison of model results with existing methods 

 

Keywords— Breast Cancer Classification, Inception V3 Convolutional Neural Network (CNN) 

 

I. INTRODUCTION 
Breast cancer continues to be one of the most prevalent and life-threatening cancers, particularly among women, accounting for a 

significant number of cancer-related deaths globally. According to the World Health Organization (WHO), timely detection of breast 

cancer substantially improves the chances of survival and effective management. Traditionally, breast cancer diagnosis has relied on 

manual examination of histopathological images by pathologists, a process that is time-consuming, prone to human error, and subject 

to varying interpretations based on the expertise of the medical professional. In this context, automated diagnostic systems have emerged 

as a potential solution to enhance diagnostic precision, reduce error rates, and accelerate the detection process. 

 

Recent advancement in artificial intelligence and deep learning in the application of medical images have great promising in automating 

cancer detection. Machine learning and especially CNN has proven to be proficient in the identification of various attributes and 

complicated image retrieval that will contribute a great deal in the fight against this ailment.  
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These networks are particularly well-suited for identifying complex patterns in medical images, such as subtle variations in tissue 

morphology that indicate the presence of cancer. Unlike traditional machine learning methods, deep learning models can autonomously 

learn features from raw data deprived of the need for manual feature engineering, making them highly effective in image-based 

diagnostic tasks [2]. 

 

One of the most notable advancements in CNN architectures is the Inception family of models, developed by Szegedy et al. [11], with 

InceptionV3 being a widely adopted variant. InceptionV3 has been instrumental in achieving state-of-the-art results across various image 

classification tasks, including medical imaging. The architecture's efficiency stems from its innovative design, which allows it to capture 

both spatial and channel-wise information at multiple scales, using parallel convolutional filters of varying sizes. This multi-scale 

processing capability is particularly beneficial in analyzing breast cancer histopathological images, where fine-grained patterns play a 

critical role in distinguishing between malignant and benign tissues. InceptionV3's use of factorized convolutions and aggressive 

regularization further enhances its performance, reducing over fitting and improving generalization on diverse datasets [11].  

 

Moreover, deep learning models like InceptionV3 are capable of leveraging large-scale datasets and benefiting from transfer learning 

techniques, wherein models pre-trained on massive datasets like ImageNet [9] can be fine-tuned for specific tasks, such as breast cancer 

classification. This approach allows for more efficient training, even when labelled medical data is limited, which is often the case in 

medical research due to privacy concerns and data scarcity [12]. 

 

In this project, we aim to build an automated breast cancer classification system using the InceptionV3 model. The structure will be 

trained on histopathological images to differentiate between gentle and malicious breast tissues. Histopathological images provide a 

visual representation of tissue samples, and accurate analysis of these images is critical in diagnosing breast cancer. By employing 

InceptionV3, this project seeks to significantly enhance diagnostic accuracy, reduce the time required for analysis, and alleviate the 

workload on pathologists. Furthermore, the system’s ability to continuously learn from new data means it can potentially adapt and 

improve over time, making it a valuable tool for medical professionals [6]. 

 

The increasing demand for more reliable, efficient, and accurate diagnostic systems has made deep learning an indispensable tool in 

medical image analysis. Leveraging the power of CNNs, particularly the InceptionV3 model, this project aims to push the boundaries 

of breast cancer ordering, contributing to the advancement of automated medical diagnosis and ultimately improving patient outcomes. 

 

II. LITERATURE REVIEW 
Over the past decade, deep learning has emerged as a groundbreaking approach in medical image analysis, particularly for breast cancer 

detection and classification. Numerous studies have explored various deep learning architectures, proposing novel techniques that have 

significantly improved the accuracy and efficiency of breast cancer diagnosis. Alom et al. [1] introduced a novel Inception Recurrent 

Residual Convolutional Neural Network (IRRCNN) for classifying breast cancer from histo_pathological images. Their approach 

integrates several advanced deep learning concepts, including inception modules, recurrent layers, and residual connections, to enhance 

feature extraction and learning efficiency. The inception modules allow the model to process multi-scale information by using filters of 

different sizes, while the residual connections help mitigate the problem of vanishing gradients during training. Additionally, the 

recurrent layers enable the network to maintain contextual information from prior layers, resulting in improved recognition of cancerous 

tissues. This combination of advanced techniques led to significant performance improvements, particularly in accurately distinguishing 

between benign and malignant tissue samples, which is critical for effective cancer diagnosis. 

  

Goodfellow et al. [2], in their seminal book on deep learning, provided a comprehensive overview of deep learning methodologies, 

emphasizing their wide applicability across different domains, including medical image analysis. Their work underlined the versatility 

of convolutional neural networks (CNNs) in tasks such as image classification, segmentation, and object detection. Specifically, their 

insights have laid the groundwork for applying CNNs in breast cancer detection, where these models have excelled due to their ability 

to automatically learn intricate features from complex datasets without requiring manual intervention. The flexibility of deep learning 

models makes them particularly suited for medical applications, where high-dimensional data, such as histopathological images, require 

precise and automated analysis to support clinical decision-making. 

 

Mahmood et al. [3] contributed to the field by developing an automated feature learning algorithm that leverages deep transfer learning 

for robust breast abnormality prognosis from mammography images. Their approach involved utilizing pre- proficient CNN models, 

which were fine-tuned on mammography datasets to efficiently extract relevant features for classification tasks. The application of 

transfer learning allowed the model to take advantage of previously learned representations, thereby reducing the need for large labeled 

datasets, which are often scarce in the medical domain. Their method demonstrated significant potential in improving both the detection 

and prognosis of breast abnormalities, highlighting the effectiveness of transfer learning in medical imaging tasks. This work has set a 

precedent for future research, encouraging the use of transfer learning as a strategy for overcoming the limitations associated with limited 

medical data. 

 

Later, Ukwuoma et al., [4] proposed a multi-classification framework known as Deep_Pachi which is used for the classification of breast 

cancer lesions from histopathological images. Their approach utilises multiple self-attention heads meaning that the model will 

accentuate different areas of the image for proper classification.  
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It is also important to note that this self-attention helps the model to distinguish subtle differences between different types of lesions 

thus enhancing its performance. The self-attention mechanism also improves the interpretability of the model by enabling it to localize 

the critical regions within the images that influence the classification decision. This nuanced understanding of lesion characteristics is 

crucial for improving the correctness of cancer classification, as it allows the model to better differentiate between various stages and 

types of cancerous lesions. The results from this study further emphasize the importance of incorporating attention mechanisms into 

deep learning models to enhance their routine in complex medical image classification tasks. 

 

Xie et al. [8] made significant improvements to deep neural networks for mammogram classification by refining the network architecture 

and optimizing training strategies. Their work focused on addressing some of the key challenges associated with mammogram 

classification, such as the high variability in breast tissue appearance across different patients and the relatively low contrast between 

benign and malignant regions. By improving the architecture and introducing more robust regularization techniques, Xie et al. were able 

to enhance the model's capability to generalize across different datasets, thereby achieving better classification outcomes. Their research 

underscores the importance of continuously refining and optimizing deep learning architectures to keep pace with the evolving 

challenges in medical imaging. 

Shen et al. [15] and Russakovsky et al. [9] have highlighted the advantages of using large-scale datasets like ImageNet for pre-training 

deep learning models, followed by fine-tuning on smaller, domain-specific medical datasets. This approach has been particularly 

effective for breast cancer classification tasks, where the availability of large annotated medical datasets is limited. By utilizing pre-

trained models, researchers have been able to significantly reduce the time and computational resources required for training, while still 

achieving state-of-the-art performance on medical image classification tasks. 

 

The related work in the field of breast cancer classification has demonstrated the immense potential of deep learning techniques. From 

the use of complex architectures like IRRCNN [1], to the application of transfer learning [3], attention mechanisms [4], and architectural 

optimizations [8], these studies collectively emphasize the transformative role of deep learning in enhancing breast cancer detection and 

classification. The continuous evolution of deep learning methodologies holds great promise for future advancements in automated 

breast cancer diagnosis. 

 

Santhosh S. et al. [16] proposed a new energy efficient clustering routing protocol for nano sensor networks. On the other hand, Lakshmi 

Prasad Mudarakola and his team [17] put forward a deep learning architecture focusing on sorting normal IoT traffic in smart city. 

Mudarakola Lakshmi Prasad et al., [18] have elaborated the details of machine learning for risk assessment of CKD. Also in the similar 

context, in their work, Mudarakola L. P. et al. [19] concentrated on the classification of the IoT traffic under deep learning concept where 

they extended their work of [2]. Prasad M. L. et al. [20] used machine learning based technique for improving animal recognition and 

Classification in Agriculture. In the next solicitation of machine learning, Prasad M. L. et al. [21] proposed student attendance tracking 

system using Yolov5 face recognition. Rani R. Y. et al. [22] has used the deep learning models for the early prediction and diagnosis of 

cardiovascular diseases and Gadupudi A. et al. [23] have proposed an approach to predict human diseases using micro biome data. Rekha 

M. N. et al. [24] put forward a deep learning-based method for error identification in the given machine translation modules, which 

further belongs to the realm of NLP. 

 

Baswaraj D. et al. [25], came up with further development of machine learning techniques in the prophecy of chronic kidney disease. 

Sudhakar Bolleddu et al. [26] investigated the application of CNN based techniques for diagnosis of brain tumors on MRI images in 

their follow up work to [27]. Special combination was implemented by Chatrapathy K. et al. [28] that used CNNs with SVMs for skin 

cancer classification; for predicting chronic kidney diseases Sampath 

S. et al [29] proposed an ensemble nonlinear model. Another deep learning application discussed in the healthcare context was conducted 

by Prasad M. L. et al. [30] who aimed at predicting and diagnosing of Alzheimer’s disease. Likewise, Prasad M. L. et al, [31] applied 

the ensemble algorithms to enhance the prediction of the coronary heart disease where ensemble algorithms were used. In recognition 

of handwritten digit by means of machine erudition techniques, the following authors put forward some improved work: Prasad M. L. 

et al. [32]. Early prediction of cancer was done with approach based on deep neural network by Lakshmi Prasad M. et al. [33].  Last of 

all, Prasad M. L. et al. [34] employed integration of deep learning for prediction of crypto currency price. 

 

  

III. PROPOSED METHODOLOGY 
For classification of breast cancer we want to utilize the InceptionV3 model that has shown high efficiency and universality in solving 

various tasks of image classification. InceptionV3 is a CNN model developed by Szegedy and colleagues which has profound 

convolutional layers to analyze high-dimensional image and extract specific features from images. The model is specifically designed 

to reduce computational cost while maintaining accuracy by incorporating several innovative techniques such as factorized convolutions, 

grid size reduction, and the use of parallel paths for multi-scale processing [11]. These attributes make it a suitable candidate for medical 

image analysis, where precision and performance are critical, especially when dealing with high-resolution histopathological images. 

 

Breast cancer grouping from histopathological images requires the credentials of subtle patterns and anomalies in tissue structure, which 

can vary significantly between benign and malignant samples. Traditional CNNs can struggle with such complex visual data, but 

InceptionV3's architecture is particularly well-suited for this task. The model employs inception modules that allow it to process the 

input data at multiple scales simultaneously, using different filter sizes to capture both fine and coarse features within the images.  
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This ability to analyze multi-scale features is particularly important in medical imaging, where cancerous and non-cancerous cells often 

exhibit differences at various levels of magnification [1]. By utilizing parallel convolutions with varying receptive fields, InceptionV3 

can capture more detailed spatial hierarchies within breast tissue samples, making it highly effective for classification tasks. 

 

Another key reason for choosing InceptionV3 is its efficient use of computational resources. The architecture introduces factorized 

convolutions, which break down larger convolutional filters into smaller, more manageable operations, thus reducing the number of 

parameters and speeding up training times without sacrificing performance. This efficiency is especially beneficial when dealing with 

large-scale medical datasets, which often require significant computational power to process [9]. InceptionV3’s capacity to maintain 

high accuracy while minimizing computational overhead makes it an optimal choice for this project, where both performance and 

scalability are essential. 

 

The deep architecture of InceptionV3 allows it to learn more complex representations of breast tissue images compared to shallower 

models. The network's depth, consisting of over 40 layers, enables it to capture intricate, high-level features that are crucial for 

distinguishing between subtle variations in malignant and benign tissues. The architecture's design, which includes auxiliary classifiers 

at intermediate stages, helps to mitigate the vanishing gradient problem and improves gradient flow during training. This results in faster 

convergence and more accurate model performance, particularly on challenging medical datasets [7]. 

 

To increase the rate of classification this project will employ transfer learning methods. The pre-trained model, which we will be applying 

is InceptionV3 this has been trained on big datasets including ImageNet. This means that it can recognize general image features and 

we can train for specific uses such as the classification of breast cancer. It shows that using pre- trained weights from networks like 

InceptionV3, we study less images from special category and greatly reduce computation time and material costs. Re-training of the 

InceptionV3 model using histopathological images of breast cancer will further tune the network to learn the features and patterns of 

breast tissue, hence enhancing performance of the model in correctly classifying malignant and benign samples. 

 

The proposed classification system based on InceptionV3 aims to deliver several advantages over traditional diagnostic methods. By 

automating the classification process, it has the prospective to significantly diminish the workload of pathologists and provide faster, 

more consistent results. In addition, the system can aid in early detection, which is critical for improving patient outcomes, as early 

diagnosis of breast cancer greatly escalations the chances of efficacious treatment. The assimilation of advanced deep learning methods, 

such as self-attention mechanisms [4] and multi- scale feature extraction [1], into the proposed model architecture will enable it to better 

handle the complexity and variability of medical images. 

 

In summary, the InceptionV3 model is an ideal choice for breast cancer grouping due to its ability to efficiently process high-dimensional 

image data, capture both local and global patterns in histopathological images, and maintain high performance while minimizing 

computational demands. By leveraging InceptionV3, this project aims to build a robust, accurate, and scalable breast cancer 

classification system that can assist medical professionals in diagnosing breast cancer more effectively. 

 

System Architecture 

User: The actor providing the input images. Data Input & Preprocessing: The preprocessing of mammogram and histopathological 

images, including data augmentation and resizing. Deep Learning Model: The core component featuring the Inception V3 model for 

feature extraction and classification. Model Training: The training process using the provided data with loss functions and optimizers. 

Evaluation & Results: The evaluation metrics such as accuracy, precision, recall, F1-score, and AUC-ROC, which are fed back to the 

user. Figure 1 illustrates the breast cancer classification architecture. 

 
Fig.1. Breast cancer classification architecture 
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Methodology 

The methodology of this project follows a structured approach, consisting of several critical steps to ensure the development of an 

efficient and accurate breast cancer classification system. They are Data acquisition and Data pre-processing, Architecture design, Model 

training and Model validation, Model assessment. All the stages are optimized in a manner that would make the deep learning model 

proficient in the classification of breast cancer from histopathology images. 

 Data Collection and Preprocessing 

The first step in this project involves gathering a inclusive dataset of histopathological images, which are used to train, evaluate, and 

trial the deep learning model. For this purpose, publicly available datasets such as the Breast Cancer Histopathological Database (Break 

His) or other similar sources are utilized. These datasets provide high-resolution images of breast tissue, categorized into benign and 

malignant classes, which are essential for training the classification model. 

 

Before feeding the images into the deep learning model, several preprocessing steps are performed to standardize the data. 

Histopathological images typically vary in resolution, format, and orientation, so it is crucial to ensure consistency across the dataset. 

Images are resized to a fixed dimension to meet the input requirements of the InceptionV3 model [11], which demands a specific input 

size for effective feature extraction. The idea behind DA is to enrich the training dataset to enhance the variety, which also assists in the 

lack of overfitting concern. Augmentation techniques such as rotation of the images randomly, flipping, zooming and cropping makes 

copies of the training data thereby making the model robust. Techniques like augmentation do not only assist in enhancing the model, 

but also assist in guaranteeing the effectiveness of the model in other set of data that the model has not been trained on. 

 

Model Architecture 

The core architecture employed in this project is the InceptionV3 model [11], which has been extensively used in image classification 

tasks due to its deep and efficient network structure. InceptionV3 is chosen for its ability to capture complex patterns in high-dimensional 

data, making it highly suitable for analyzing histopathological images, which exhibit intricate tissue structures. The architecture of 

InceptionV3 leverages several advanced techniques, including inception modules, factorized convolutions, and grid reduction, to 

efficiently process images at multiple scales. This allows the model to capture both local and global features within the breast tissue, 

aiding in accurate classification between malignant and benign tissues [12]. 

 

To enhance the model's performance further, transfer learning techniques are utilized. Pre-trained weights from the InceptionV3 model, 

which has been trained on large-scale image datasets such as ImageNet [9], are fine-tuned for the specific task of breast cancer 

classification. This transfer learning approach allows the model to build on previously learned features, reducing the amount of training 

data required and speeding up the convergence process. By fine-tuning the final layers of the network, the model can adapt its pre-

trained features to the specific patterns and characteristics present in histopathological images of breast cancer, improving classification 

accuracy [13]. 

 

Training and Validation 

The training phase involves feeding the pre-processed and augmented dataset into the InceptionV3 model for learning. A labelled dataset 

of histopathological images, where each image is annotated as either malignant or benign, is used to train the model. The dataset is 

divided into different split over train and validation and test so as to check how the model performs on unseen data. For evaluation we 

use categorical cross entropy loss which suitable for multi class classification problems and Adam optimizer which adapts the learning 

rate at each epoch. 

 

In order to prevent the above problem of overfitting, some techniques of operationalization are used during training. 

Dropout [14] randomly exclude certain neurons in the network so that the model cannot rely to much on specific neurons during training 

and further improves generalization on new data samples. Batch normalization is also used after each Convolution layer to avoid 

fluctuation in training and to reduce the time it takes for convergence. It takes multiple epochs during which the model’s parameters are 

optimized using hyperparameters such as learning rate, batch size, and dropout rate obtained from cross-validations. Another method 

called K-fold cross-validation is used to assess the model on the different splits of datasets in order to avoid overfitting and provide good 

performance with unseen data. 

 

Evaluation 

Following this, the machine learning model of the prototype is evaluated and the results presented in terms of the accuracy, precision, 

recall, F1-score and area under the receiver operating characteristic curve (AUC-ROC) are presented. In terms of overall proficiency of 

the model, accuracy offered an outlook into how well the model generalised while precision and recall was geared towards the model’s 

capacity in identifying true positives which in the context of medical diagnostics is malignant and reducing the number of false negatives. 

Thus, the F1 score, which uses precision and the recall formula create a more favourable condition, especially in cases where the number 

of malignant and benign tumors in samples is markedly different. 

 

To demonstrate the efficacy of the proposed approach, a comparative analysis is conducted with existing breast cancer classification 

methods. Benchmark models, including traditional machine learning classifiers and other deep learning architectures, are evaluated 

alongside the InceptionV3 model. This comparative analysis highlights the improvements in performance achieved through the use of 

InceptionV3, particularly in terms of classification accuracy and robustness. Additionally, confusion matrices are generated to visualize 

the model's performance, providing insights into areas where the model may require further tuning. 
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The methodology outlined in this project emphasizes the importance of a well-structured approach to data preprocessing, model design, 

training, and evaluation. By leveraging advanced deep learning techniques such as transfer learning and regularization, this project aims 

to develop a robust and accurate breast cancer classification system that can assist in the early detection and diagnosis of breast cancer. 

 

Pseudo Code of Breast Tumor Classification Using Deep Learning 

Inputs: The proposed algorithm starts with medical image data as input. The input image I is a mammogram image, and the InceptionV3 

model is denoted as M. The image I undergoes preprocessing and is passed through the layers of the deep learning model M.  

 

Step 1: Preprocessing of Input Image (I) 

Initialize: Resize I to fixed dimensions (299x299x3) Normalize pixel values to [0,1] range. 

Begin: 

if (I is not normalized) 

Normalize I else 
Proceed to Step 2 

End 

go to Step 2 

 

Step 2: Feature Extraction using InceptionV3 model (M) 

  

Initialize M as the InceptionV3 pre-trained model. Begin: 
if (I is passed through M) 

Extract deep features from convolutional layers. Assign features to feature vector F 

Go to Step 3 End 

 

Step 3: Classification Layer Begin: 

if (F is passed through fully connected layers) Apply SoftMax Activation Function 
Output class probabilities P (benign, malignant) 

Go to Step 4 else 

Raise error and terminate process. 

End 

Step 4: Decision Making Begin: 
if (P[malignant] > P[benign]) 

Output: "Malignant Tumor Detected" else 

Output: "Benign Tumor Detected" 
End 

Step 5: Post-processing 

After classification, the results are displayed. If (any further analysis required) 

Perform secondary diagnostic tasks. else 

End process.  

End 

 

Remark 1: The algorithm begins with image preprocessing (resizing and normalization) to ensure compatibility with the InceptionV3 

model. 

Remark 2: After passing the image through the InceptionV3 model, feature extraction occurs, followed by classification using SoftMax 

activation. The model then determines if the breast tissue is benign or malignant. 

Remark 3: The algorithm ensures that every input undergoes processing within the predetermined time and gives a clear result about the 

tumour classification. 

 

IV. RESULT ANALYSIS 
The below figure 2 illustrates the graph representation of performance of breast cancer classification.The output obtained of this project 

is shown in figure3, figure 4 and figure 5. 

 
Fig .2. Graph representation of performance of breast cancer prediction. 
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Fig .3. Original image 

 
Fig .4. Grayscale image 

 
Fig .5. Segmented image 

 

V. CONCLUSION 
In this paper, we explored the use of InceptionV3 for breast cancer classification using histopathological images, demonstrating how 

deep learning can be a powerful tool for improving the accuracy and speed of medical diagnoses. By employing transfer learning and 

fine-tuning pre-trained weights on a domain-specific dataset, we leveraged the pre- existing knowledge of the InceptionV3 model, 

making it more effective in distinguishing between malignant and benign breast tissue. Our approach showed significant improvements 

over traditional methods, particularly in terms of handling complex patterns in histopathological images. 

 

The preprocessing phase, including data augmentation [6], allowed us to diversify the dataset and reduce over fitting, leading to a more 

robust model. The model's architecture, which incorporates inception modules and deep residual connections [11], proved highly 

effective in capturing both local and global features in the images, contributing to better classification results. Regularization techniques 

such as dropout and batch normalization further enhanced the generalization ability of the model [14]. 

  

Performance evaluation using metrics such as accuracy, precision, reminiscence & F1-score [15] demonstrated the efficacy of our 

approach.  

http://www.ijariit.com/


Godishala Sreenidhi et. al., International Journal of Advance Research, Ideas and Innovations in Technology  

(ISSN: 2454-132X) 

© 2025, IJARIIT - All rights reserved.  Website: www.ijariit.com        Talk to Counselor: 9056222273      Page: 15  

 

Additionally, cross-validation ensured that the model's performance was consistent across different subsets of the data, minimizing the 

risk of over fitting. The comparative analysis showed that the InceptionV3 model outperforms other traditional models and deep learning 

architectures in the context of breast tumor classification [13]. In conclusion, the combination of InceptionV3, transfer learning, and 

robust training techniques offers a powerful framework for automated breast cancer classification. This approach has the potential to 

support medical professionals in diagnosing breast cancer more accurately and efficiently, ultimately leading to better patient outcomes. 

Future work could explore the integration of other advanced models and larger datasets to further enhance the model's capabilities and 

generalization to different types of medical images. 
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