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ABSTRACT 
 

This study implements the K-mean+ANN based Load 

forecasting technique to predict the load of Amritsar and 

Pathankot station. Artificial Neural Network (ANN) is one of 

the emerging methods used for forecasting the load. This 

method shown good results in different power station 

problems included planning, protection, designing, control & 

security analysis and fault diagnosing. In this paper, it is 

illustrated that from last few years the load forecasting has 

been widely adopted and this is due to increase in the 

demand for electric power and this had also resulted in an 

increase of generating sources expenditure. In most of the 

cases, it had been implemented in utilizes to determine the 

number of resources required to fulfill the demands of the 

project. The major focus area of the research was load 

prediction of two different stations for 9 upcoming years. In 

this study work past 18 years load information was collected 

and different years were select as base years and after that, 

the author had implemented the k-mean clustering and ANN 

method to predict load for upcoming nine years. 
 

Keywords: Load forecasting, Load data set of Amritsar-

Pathankot station, ANN classification, K-means clustering 

1. INTRODUCTION  

Forecasting is one of the needs for all industries that play the 

vital role in the growth. Electric utilities are taken as one of 

the most complex systems designed on earth in order to run 

the power grid that delivers the electricity to billions of people 

around the globe [1]. After turning on the switch we expect 

that light must turn on. But the system from generating the 

power to deliver that to the electrical appliances is not that 

simple. As in other industries, the product and services are 

stored in some kind of inventory, but this is not possible for 

the electrical power industry by using the currently present 

technology [2,3,4]. This is the reason electrical energy is 

delivered and consumed as soon as it is generated. Or it can be 

said that the supply and demand of electrical utility are needed 

to be balanced at every moment [5,6].  
 

Load forecasting mainly concentrates on forecasting the 

demand for electricity that is used in different electrical power  

 

industry segments, that includes the transmission, generation, 

distribution, and retail [7]. Load forecasting application 

includes the planning of power supply, transmission, and 

distribution, management at demand side [8], operation and 

maintenance. The role of Load forecasting is important in 

order to plan [9], operate and control the power system. 

Forecasting means active load estimation for different load 

busses that is connected to the actual load occurrence. In a 

good forecasting model, some of the important features such 

as climate, weather, economy, human activities, and 

interaction are captured [10]. Certain lead time was required 

for the planning and operational application of the load 

forecasting and is known as the forecasting interval.  This 

forecasting can become handy for analyzing support of 

strengthening and also for the expansion of the existing 

infrastructure, maintenance scheduling, controlling voltage 

and development of the infrastructure [11].    

 

2. TYPES OF LOAD FORECASTING 
On the basis of the time period, load forecasting technique can 

be classified into three categories:- 

1) Short-Term Load Forecasting (STLF) 

2) Medium Term Load Forecasting (MTLF) 

3) Long-Term Load Forecasting (LTLF) 

2.1 Short Term Load Forecasting (STLF) 

In the STLF, daily or hourly values were covered for giving 

the necessary information of the system management in order 

to achieve the daily operations. This information was used for 

allocating the spinning reserve, planning the operation, 

committing the units and for scheduling the maintenance. 

 

2.2 Medium Term Load Forecasting (MTLF) 

In this type for forecasting, data from few days or few weeks 

was covered. That forecasting data was generally used for the 

fuel supply and unit maintenance scheduling. It is less time 

consuming than the long-term forecasting and consumes more 

time than the short term load forecasting. The basic 

application of the MTLF is to plan the seasonal peak load in 

the winter and summer seasons [12]. 
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2.3 Long-Term Load Forecasting (LTLF) 

In the LTLF, long time span such as in years are considered 

for planning. Prediction of future need such as expansion, staff 

recruitment, and equipment purchase is generally included in 

the long-term forecasting.  The most common example of 

long-term forecasting is the General growth planning. 

 

3. LITERATURE SURVEY 
In [27], the author had proposed the data mining method for 

short-term load forecasting (STLF). First of all, the K-mean 

clustering algorithm had been implemented to categorize the 

load information into the four different types of the pattern on 

the basis of season. After this, the k-NN algorithm was 

implemented to disintegrate the categorized information into 

four patterns for Mondays, other weekdays, Saturdays, and 

Sundays. This categorized information was implemented to 

create a time series prediction model. After this, the 

prediction for load was done on the on weekdays and 

weekends, not including special holidays. Past load 

information can be implemented as inputs for load prediction.  

In [28] author had presented a novice integrated technique for 

the short-term load forecasting of electric power systems by 

using the Fuzzy c-means (FCM) clustering technique, particle 

swarm optimization (PSO) and support vector regression 

(SVR) approaches. In this new technique proposed by the 

author, the training samples were made up of similar data type 

and these learning samples were used in the prediction 

process. These training samples were selected with the help of 

fuzzy clustering technique on the basis of the similarity index 

among the input samples and while selection the periodic 

features of load were also taken into consideration. In order to 

make the selected parameters optimum, the PSO technique 

was implemented. Nonlinear characteristics drawn among the 

parameters affecting the load as well as load prediction can be 

regressed using the SVR. In order to analyze the technique 

introduced by the author the actual load information from a 

city in Chongqing was collected and used for analysis 

purpose. The obtained results had shown that this method was 

highly precise.  
 

In [28], the author had represented the K- mean clustering 

technique to forecast the load shedding and obtained the 

output for the pattern extraction process. Information was 

comprised of all loads in 40 electrical power stations in 

southern Libya. This data was collected for a two-year period. 

To determine the effectiveness of the k-means clustering 

algorithm a test was conducted in which the clustering of 

information was done so that the future forecasting for load 

shedding can be done in the SEGL. Five times all the clusters 

were developed in order to produce five different clusters 

with different size (1, 2, 5, 7 and 10) and these clusters were 

comprised of different seed values. Obtained pattern reveals 

the data on all the attributes. After testing the results had 

proved that produced clusters are optimum to be implemented 

in case of future load shedding schedule issue in case of the 

SEGL. 
 

In [30], Author had represented the load characteristics on 

daily basis of a residential feeder and then this collected 

information was distributed in the different groups with the 

help of K-Means clustering algorithm to categorize the load 

characteristic curves. In this study, the relationship among the 

load profiles and the seasonal time periods were also 

developed in order to find out the types of season. In this 

study work, the truncated discrete Fourier transform 

coefficients were also derived which can be used in the load 

curves to minimize the number of problems in the clustering.  

4. PROPOSED WORK 
From last few years, the load forecasting has been widely 

adopted and this is due to increase in the demand for electric 

power and this had also resulted in an increase of generating 

sources expenditure. In most of the cases, it had been 

implemented in utilizes to determine the number of resources 

required to fulfill the demands of the project. The major focus 

area of the research was load prediction of two different 

stations for 9 upcoming years. These two stations were at 

Amritsar and Pathankot. In Amritsar station, the standard of 

living of the people increasing day by day, therefore, the load 

growth is predicted to increase at a fast pace. In case of 

Pathankot station, the load will be almost stagnant. In this 

study work past 18 years load information was collected and 

different years were select as base years and after that, the 

author had implemented the k means clustering and ANN 

method to predict load for upcoming nine years. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                      

 

Fig. 1: Proposed framework 
 

The above figure delineates the methodology of proposed 

work in a flowchart format.  

1. Load Dataset: First step is to load the data set of the related 

work. In this work, we have loaded the data set of Amritsar 

and Pathankot stations of previous 14 years. On the basis of 

the gathered dataset, the further processing is done.  
 

2. Centroid Selection: In this section, the centroid selection is 

done. The centroid is selected is done on the random basis. 

Then on the basis of the selected centroid, the cluster 

formation is initiated.  
 

3. Cluster Formation: The Kmean clustering technique is 

used for creating the clusters of the created dataset. The 

cluster formation creates the clusters of the data set on the 

basis of the nature of the data. It categorizes the dataset in 

various clusters and each clusters comprised of the similar 

natured dataset.  
 

4. Design ANN and perform Training: In this step, the 

artificial neural network designs is modeled. After creating 

the ANN model, next step is to perform training. The 

training of dataset is done on the basis of the created 

clusters. On the basis of the trained dataset, the ANN would 

perform the testing and generate a result or decision.  

 

5. Perform Classification: This step performs the 

classification of the dataset on the basis of the trained 

dataset. After performing the classification, next step is to 

perform the performance evaluation of the proposed 

technique. In order to evaluate the performance, various 

performance metrics have been used in this work such as an 

actual load of the plant, calculated plant and error rate. 

Load Data set 

Initial Centroid Selection 

Perform Cluster Formation 

Design ANN 

Perform Training of Dataset 

Perform Classification 
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5. RESULTS 
This study implements the Kmean Clustering and ANN 

mechanism to predict the load for Amritsar-Pathankot stations. 

The load forecasting s done on the basis of the dataset of the 

previous 18 years and it is predicted for the next upcoming 9 

years. For achieving the objective, the author gathers the data 

from previous years and is shown in the table below: 

Table 1: Load dataset for Amritsar station 

Years Actual Load Population 

2000 45.73 9,10,012 

2001 43.21 9,15,144 

2002 62.02 9,20,111 

2003 60.43 9,25,010 

2004 63.58 9,34,010 

2005 63.42 9,35,190 

2006 73.01 9.48,190 

2007 71.92 9,62,190 

2008 105.09 9,76,453 

2009 111.02 9,91,063 

2010 114.49 11,04,069 

2011 114.44 11,18,761 

2012 129.04 11,40.017 

2013 129.21 11,51,273 

2014 140.36 11,90,940 

2015 146.42 12,06,327 

2016 156.49 12,20,456 

2017 163.42 12,84,845 

 

Table 2: Load dataset for Pathankot station 

Years Actual Load 

2000 6.00 

2001 6.08 

2002 6.02 

2003 6.11 

2004 6.46 

2005 6.6 

2006 6.61 

2007 6.73 

2008 6.76 

2009 6.86 

2010 7.9 

2011 10.5 

2012 9.26 

2013 10.21 

2014 10.27 

2015 10.85 

2016 10.96 

2017 11.26 

 

Table 3: Load dataset for Amritsar station (Proposed 

work) 

Years 

 

Actual 

Load 

Calculated 

Load 

% error 

 

2000 45.73 45.73 0.00 

2001 43.21 43.21 0.00 

2002 62.02 62.02 0.00 

2003 60.43 60.43 0.00 

2004 63.58 63.58 0.00 

2005 63.42 63.42 0.00 

2006 73.01 73.01 0.00 

2007 71.92 71.92 0.00 

2008 105.09 80.79 24.56 

2009 111.02 111.02 0.00 

2010 114.49 114.49 0.00 

2011 114.44 114.44 0.00 

2012 129.04 129.04 0.00 

2013 129.21 129.21 0.00 

2014 140.36 140.36 0.00 

2015 146.42 142.89 -3.53 

2016 156.49 156.49 0.00 

2017 163.42 163.42 0.00 

 
Fig. 2: K-mean clustering with Amritsar load 

 

 

Fig. 3: Load comparison using Kmean-ANN technique for 

Amritsar station 

 

 

Fig. 4: Forecasted load for next nine years 
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Fig. 5: Error comparison of Amritsar load (k-mean-

NN&GA [11]) 

 

 

Fig. 6: Forecasted load comparison of Amritsar from 2018-

2023 (k-mean-ANN & GA [11]) 

 

Table 4: Load dataset for Pathankot station (Proposed 

work) 

Years Actual Load Calculated Load % error 

2000 6 6 -1.67 

2001 6.08 6.08 -2.32 

2002 6.02 6.02 -5.15 

2003 6.11 6.12 -5.75 

2004 6.46 6.5 -9.2 

2005 6.6 6.66 0 

2006 6.61 7.06 -4.69 

2007 6.73 7.66 -8.69 

2008 6.76 7.43 -14.2 

2009 6.86 9.9 -19.44 

2010 7.9 11.97 -7.84 

2011 10.5 14.42 3.92 

2012 9.26 9.26 0.00 

2013 10.21 10.14 0.00 

2014 10.27 10.27 0.00 

2015 10.52 13.17 2.65 

2016 10.75 12.54 1.79 

2017 11.20 12.05 0.85 

 
Fig. 7: K-mean clustering with Pathankot load 

 

 

Fig. 8: Load comparison using kmean-ANN technique for 

Pathankot station 

 

 

Fig. 9: Forecasted load for next nine years 

 

 

Fig. 10: Error comparison of Pathankot load (k-mean-

ANN& GA [11]) 
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Fig. 11: Forecasted load comparison of Amritsar from 

2018-2023 (k-mean-ANN& GA[11]) 
 

6. CONCLUSION  
This study develops a k-Mean and ANN based load 

forecasting technique for Amritsar and Pathankot station. The 

analysis for Amritsar and Pathankot station has been done 

individually. The parameters like Actual Load of the station, 

Calculated Load of the station and Error is measured to prove 

the proficiency of proposed work. 

 
To sum up, the dataset of previous year is gathered for future 

analysis and it has been proved beneficial for future 

prediction. In this study the dataset of previous 18 years have 

been used as an input to the system. Along with this the K-

Mean Clustering and ANN mechanism is also applied to the 

dataset. On the basis of the results and tables that are shown in 

above section, it is concluded that the load prediction rate for 

Amritsar Station is quite effective in comparison to the 

Pathankot Station. Since the error rate in Pathankot station is 

quite higher in comparison to the Amritsar Station As this 

study implements the K-mean Clustering and ANN 

classification technique for load forecasting and also leads to 

the outstanding results but still more amendments can be done 

in this work by applying the concept of deep learning. It will 

help to analyze the data more precisely and could perform the 

load forecasting in quite better manner. 
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